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Abstract. This paper presents a structured approach to creating bench-
mark datasets and proposes guidelines for open-data sharing in the field of 
cartographic user research using neuroscientific methods including but not 
limited to eye tracking, EEG, and fMRI. The unique complexities intro-
duced by geospatial data and maps make geospatial tasks fundamentally 
different from those encountered in the experimental psychology or cogni-
tive visualization domains. We argue that datasets capable of addressing 
specific cartographic problems possess significant value and hold the poten-
tial to become benchmarks. For instance, studying the cognitive load and 
strategies employed by map users during various map tasks can provide 
valuable insights for map design and serve as benchmarks in developing 
complexity algorithms for cartography. We emphasize that benchmarks 
should be tailored to specific scientific issues rather than solely focusing on 
data standards. Such benchmarks not only contribute to map usability re-
search but also play a pivotal role in developing predictive models that con-
sider the visual attention and map use capabilities of users. Researchers 
across domains bear the responsibility of actively seeking concrete methods 
to encourage the open sharing of experimental data, complemented by 
high-quality metadata. By fostering the creation of benchmark datasets and 
promoting open-data sharing, collaboration is enhanced, cartographic re-
search advances, and the scientific community is empowered to effectively 
address cartographic challenges. 
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1. Introduction

Research methods in cognition and neuroscience, such as eye tracking, EEG 
(electroencephalogram), and fMRI (Functional Magnetic Resonance Imag-
ing), have greatly enhanced our comprehension of visual attention, cogni-
tive processes, and problem-solving strategies. Through their direct and 
objective assessment of eye movements and brain activities, these methods 
have become increasingly prevalent in spatial cognition and map usability 
research. They have demonstrated their efficacy as powerful instruments in 
evaluating the visual attention capabilities of map users. For instance, De 
Cock et al. (2022) performed an eye tracking usability study in VR to inves-
tigate the interaction between route instruction types and building configu-
ration on cognitive load during indoor route guidance. Keskin et al. (2020) 
studied the memorability of map landmarks by assessing the influence of a 
set of visual variables (i.e., location, size, shape, color), task difficulty, and 
expertise on recognition using eye tracking and EEG. Qin & Huang (2022) 
investigated the cognitive processes of map users during different map 
tasks (i.e., global search; distance comparison; route following and route 
planning), integrating both overt (visual attention through eye tracking) 
and covert (neural activities through EEG) perspectives, with the hypothe-
sis that distinct eye movements and brain activities are associated with dif-
ferent map tasks. Dong et al. (2022) used fMRI to investigate the relation-
ship between human brain activities and the spatial and temporal charac-
teristics of public transport travel whereas Liu et al. (2019) investigated the 
influence of regular and irregular road network patterns on spatial cogni-
tion using fMRI. 

Compared to standard behavioral measurements such as response time and 
accuracy, the added value of neuroscientific methods (e.g., eye tracking, 
EEG, fMRI) lies in providing a deeper and more nuanced understanding of 
how our eyes and brains interact with maps, allowing for more targeted and 
effective interventions to gain insights into map users’ behaviors and possi-
bly improve map usability and map usage related capabilities. When com-
bined with other physiological measures (e.g., galvanic skin response 
(EDA/GSR), skin temperature, heart rate, etc.) or user-generated feedback 
such as (digital) sketch maps, they enhance the understanding of spatial 
cognition processes, limitations and capabilities of map users (Keskin et al., 
2018; Xu et al., 2022). These methods can also be complemented by quali-
tative user feedback such as structured interviews, pre- and post-test ques-
tionnaires. In this context, it is important to consult the existing review 
guidelines and suggestions for mixed methods research in map usability 
and cartography (Roth, 2015; Štěrba et al., 2014). 

It is not straightforward to design a neuroscientific user experiment. Pre-
paring all the equipment, experimental tasks and stimuli, instructing par-
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ticipants, collecting, preprocessing, analyzing, and making sense of the pro-
cessed data requires a lot of time, expertise and effort. Despite the great 
endeavor, such data seems to be disposable only after one or two publica-
tions and left somewhere in the lab where it becomes another data island 
with limited external connectivity. In the meantime, some other researchers 
might be going through the same process for similar data and map reading 
tasks. Therefore, we must prioritize open data and open science efforts for 
cartographic user studies. This involves publishing raw experiment data 
(e.g., eye tracking, EEG, fMRI, etc.), defining possible causes and solutions 
for a lack of user data benchmarks, and repurposing collected datasets as 
benchmarks. One possible reason for the lack of such data benchmarks for 
cartography is that existing benchmarks are typically used to serve compu-
tational models and they fail to replicate the similar results when it comes 
to complex stimuli as maps and unique tasks involved in map reading. 
However, if the dataset is collected to address a specific cartographic prob-
lem, and recorded during map reading, it can have significant value and the 
potential to become a benchmark. For instance, cognitive load and cogni-
tive strategies of map users during different map tasks can be used as in-
puts in map design or can be used as benchmarks for developing complexity 
algorithms in cartography. Overall, benchmarks should be aimed at specific 
scientific issues rather than just data standards. Such open benchmark da-
tasets for map usability research can then provide several benefits in terms 
of:  

• Accessibility: Open benchmark datasets can increase accessibility to
research findings, particularly for researchers who may not have the re-
sources to collect their own data.

• Reproducibility & Transparency: By sharing data openly, other re-
searchers can attempt to replicate the findings of a study and build upon
them, as well as save time and resources by avoiding the repetition of
similar experiments.

• Collaboration: Encouraging collaboration between researchers working
on similar problems, open datasets can foster collaboration and im-
prove the credibility, quality, and accuracy of the research, and with
multi-purpose datasets, this can also happen in cross-disciplinary.

• Innovation: By providing a shared resource for testing and improving
new methods and algorithms, open datasets can lead to innovative solu-
tions, e.g., further analysis as well as exploring new methodological
approaches (e.g., by including new indices and/or aggregated visuali-
zation methods, and predictive AI algorithms) can help the process of
computational modeling of visual attention for this specific type of vis-
ual stimuli.
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1.1. Existing datasets in general vs. datasets for geospatial tasks 

There have been several efforts to provide open datasets, such as 
MIT/Tuebingen’s Saliency Benchmark (Kümmerer et al., 2018) which is 
one of the largest repositories that provides a collection of eye-tracking data 
and saliency maps for various types of stimuli. They plan to include other 
eye movement benchmarking tasks with an initial focus on scanpath predic-
tion in free-viewing and visual search settings. However, many open eye 
movement datasets including MIT/Tuebingen’s Saliency Benchmark typi-
cally lack information for task-driven cognitive assessments. They are large-
ly tailored for saliency analyses of general images (e.g., Tliba et al., 2022), 
and are not diverse enough to address complex cartographic visualizations 
and their associated tasks. Recently, there has been increasing recognition 
of the value of open datasets in the cartographic usability domain. For in-
stance, EyeTrackUAV2 was created to study how the participants' visual 

attention was influenced by the UAV videos under free viewing and surveil-
lance viewing (i.e., object detection) tasks. It includes a large-scale eye 
tracking data (i.e., gaze position, fixation duration, and saccade amplitude) 
from 30 participants watching 43 videos of UAVs recorded from different 
perspectives and at different speeds. CartoGaze (Keskin et al., 2023) con-
tains a comprehensive and reproducible set of large eye movement data 
from a controlled memorability experiment with 38 participants balanced 
in age and gender, along with 37 corresponding map stimuli, AOI files, task 
descriptions, and full procedural details of data collection and analysis 
framework. GeoEye (He et al., 2023), on the other hand, constitutes 110 
college-aged participants’ eye movement data when free viewing 500 geo-
spatial images, including thematic maps, remote sensing images, and street 
view images, which demonstrate the scientific benefits and applications in 
saliency prediction and map user identification. The development and pro-
vision of more varied datasets remain essential to expand the scope of car-
tographic research and make it possible to study new and emerging topics.  
 
Despite EEG and fMRI research producing a wealth of data that can be used 
to study brain functions and activities, such data can be difficult to access 
and use. In recent years, there has been a growing movement to make brain 
imaging data more accessible through publicly available datasets. 
Here we list some of the useful open datasets and repositories available for 
eye tracking, EEG, and fMRI research and/or co-registration of those:  

• A list of all public EEG datasets (github): This repository in-
cludes EEG data from a variety of tasks, including visual perception, 
memory, and motor control (Agarwal, 2023). 

• Donders Data Repository: is designed to accommodate brain 
imaging (e.g., fMRI, MEG, EEG, etc.) research data management 
workflows throughout the research life cycle. It ensures the long-
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term preservation of large datasets from a variety of tasks, including 
language, attention, and emotion, and helps researchers adhere to 
the FAIR (Findable, Accessible, Interoperable, and Reusable) prin-
ciples and Radboud University’s research data management policy 
(URL 1). 

• The SJTU Emotion EEG Dataset (SEED): is a collection of
EEG datasets provided by the BCMI laboratory for emotion recogni-
tion (URL 2).

• Radboud Coregistration Corpus of Narrative Sentences
(RaCCooNS): the first freely available corpus of eye-tracking-with-
EEG data collected while participants read narrative sentences in
Dutch. The collection is intended for studying human sentence
comprehension and for evaluating the cognitive validity of computa-
tional language models (Frank & Aumeistere, 2022).

There is still a growing body of research into brain imaging research and to 
the best of our knowledge, no open brain imagining datasets have been 
published for cartographic tasks. Therefore, future research should focus on 
the data sharing standards that are needed for benchmarking. 

2. Proposed structure

Standardization plays a crucial role in facilitating reliable and reproducible 
research outcomes. Data standards/principles such as FAIR exist but how 
applicable is it to address the research questions in neuroscientific user 
studies, yet in the cartographic domain? A key aspect of achieving standard-
ization in neuroscientific user research is the implementation of detailed 
documentation for shared data, along with the development of empirically 
derived guidelines. Geospatial data and maps present unique complexities 
that differentiate them from traditional stimuli subjected to experimental 
psychology or cognitive visualization. Therefore, it becomes imperative to 
address these differences and adapt existing standardization practices to 
suit the specific requirements of geospatial tasks. In this context, we pro-
pose a comprehensive structure for benchmark datasets and present guide-
lines specifically tailored to open-data sharing in neuroscientific user re-
search related to cartography to foster greater consistency and generaliza-
bility of research outcomes. 

2.1. The characteristics of benchmark datasets 

For the reusability of the shared datasets, information about the partici-
pants’ characteristics, recording device, experimental tasks, stimuli and 
conditions are bare minimum, in order other words, “must-have”. Here we 
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list and detail all the dimensions that are “nice-to-have” and to be taken 
into consideration while reporting metadata related to datasets: 

1. Controlled conditions
• Medium/display: mobile (smartphone, tablet), laptop and/or

desktop with integrated or standalone webcams
• Performance for data collection and system specification: data

quality, claimed error and calibration accuracy of the recording
system and device

• Input modality: the means by which a user interacts with a com-
puter or other electronic device. It can include various input
methods such as a keyboard, mouse, touchscreen, joystick, voice
recognition, or gaze control

• Recording devices: remote/screen-based or mobile eye trackers,
webcam eye trackers, standalone EEG recording modules (e.g.,
EEG caps & electrodes), or headsets with integrated eye track-
ing, VR, AR capabilities, EEG, fMRI, or other sensors

• Extraneous variables such as lighting conditions, noise, shielded
room, impedance, curiosity about the experimental procedure
and equipment

2. Well-defined tasks and research questions
• The purpose of the experiment with keywords defining the study

as this is useful for others to access the datasets
• Full procedural details of the experiment (e.g., perhaps a stand-

ard flowchart can be prepared if not released with a research
paper)

• Free viewing vs. task-specific
• In labs or in real-world environments
• Visuospatial or perceptual tasks
• Trial tasks, orientation, and task instructions
• Task design (e.g., randomized block design, event-related de-

sign, etc.)
• Task duration and total recording length as it is important due

to fatigue, performance, and focus. Typically experiments should
not take longer than 45 min for eye tracking and no longer than
an hour for EEG or fMRI

3. Well-defined data
• Artifact-free (if so, preprocessing steps) or raw data
• The data quality
• Sufficiently large data samples to ensure the generalizability of

the results
• The data format and compatibility
• Detailed documentation including data collection, pre-

processing and analysis protocols, and open codes for such anal-
ysis
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• Attaching relevant scientific research if applicable and/or other
relevant references

• Data specific descriptions:
Eye tracking specific: dominant eye, resolution (60Hz, 120Hz,
etc.), fixation recognition algorithm/parameters
EEG specific: resolution, the number of electrodes, the type of
electrodes, their spatial distribution (e.g., 10-20 system)
fMRI specific: the number of channel head coils, repetition time
(for functional/structural images), echo time (for function-
al/structural images), layer scan

4. Well-defined stimulus properties:
• Screen map (mobile, laptop, desktop), animation, web-service
• 2D, 3D or XR
• Static, dynamic, interactive
• Size, position, and format of images or other media used in the

experiments
• Visual or task-related manipulations if applicable
• Experimental stimuli preparation details (e.g., source, author-

ship, existing or new)
5. Well-defined participant characteristics

• Sample size: we often need a large sample size for EEG and
fMRI due to noise but optimization is important when using
mixed methods

• Individual characteristics of the participants (age, gender, edu-
cation), additional tests to classify participants based on spatial
abilities (e.g., NASA TLX), if needed

• Special concerns: Color blindness, users with other disabilities
• Self-reports, pre- or post-test questionnaires, and structured

verbal interviews
6. Well-defined metrics

• Behavioral metrics: response time, response accuracy
• Eye movement metrics: fixation- or saccade-related, AOI- (area

of interest) specific metrics, scanpaths, heatmaps
• EEG: time-domain: Event-Related Potentials (ERP) (e.g.,

P300); frequency-domain: Power Spectral Density (PSD) (e.g.,
hemispheric differences: Frontal Alpha Asymmetry (FAA)); time
frequency-domain: Event-Related Synchronization& Desyn-
chronization (ERS/ERD)

• fMRI: Blood Oxygen Level Dependent (BOLD) Signal (e.g.,
changes in whole-brain or AOI), Functional Connectivity

7. Ethics
• Asking local ethics committees for permission if needed
• Adhering to ethical standards, including obtaining informed

consent from participants and protecting their privacy.
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• Anonymization of participants’ data 

 
With above metadata being listed, we would like to emphasize that it is 
important to make pre-processing and analysis steps clear, available 
and somewhat transferrable to other use-cases. Hence, linking shared 
datasets with published scientific work is the ideal approach. For in-
stance, the open EEG dataset collection published by Popov et al. 
(2018) portrays a good example of sharing the metadata, as well as all 
raw data, metrics, and analysis scripts necessary to reproduce the re-
sults of the original study. 

2.2. The guidelines for sharing data openly  

• Accessibility: The data should be stored somewhere accessible to a wide 
audience. 

• Stability: The data provider should make sure the data is taken care of 
and always accessible (at least within certain years). 

• Safety: The data provider should make sure there is no malware that 
might attack its users. 

3. Conclusion 

Open data and open science for cartographic user studies are essential to 
improving the quality and accessibility of cartographic research. We must 
prioritize these initiatives in order to ensure that our research is as rigorous 
and impactful as possible. Benchmarks that are useful for addressing spe-
cific cartographic issues not only create value for map usability research but 
also are essential parts of the development of predictive models considering 
the visual attention and map use capabilities of map users. The biggest re-
sponsibility for us researchers in all domains is to seek concrete ways to 
encourage ourselves and the community to share experimental data openly 
with high-quality metadata. 
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