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Abstract. Customizing Segment Anything Model (SAM) has recently at-
tracted considerable attention in remote sensing domains. This study ex-
plores the performance of SAM-Adapter in refugee-dwelling extraction in 
three different refugee camps from high-resolution satellite images. The 
findings indicate that with scarce sample data, SAM-Adapter marginally 
outperforms other semantic segmentation models. This underscores SAM's 
promising potential for building extraction tasks when data is limited. 
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1. Introduction

The United Nations Statistical Commission approved multiple indicators 
for refugees under Sustainable Development Goals (SDGs) according to the 
commitment “Leave no one behind” in March 2020 (UNHCR, 2020). 
Providing adequate living resources such as clean water, nutritious food, 
medical services, and modern energy to refugees and their host communi-
ties is essential (UNHCR, 2020). Before delivering these resources, it is 
significant to know refugee population in need. Due to the difficulty of col-
lecting such information on site, updated footprints of refugee dwellings 
from satellite imagery could be beneficial for the estimation purpose ( 
Spröhnle et al., 2014), and thus can support urgent humanitarian opera-
tions for refugees. 
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In recent years, deep learning approaches have shown high potential in 
extracting the footprints by learning essential features from images and 
annotated labels (Gao, Lang, Tiede, Gella, & Wendt, 2022). However, most 
research uses strong supervision that requires numerous high-quality labels 
beforehand.  

The "Segment Anything Model (SAM)" introduced by Meta AI Research has 
recently garnered considerable interest. With training on an extensive seg-
mentation dataset comprising over 1 billion masks, SAM excels at segment-
ing any entity within a given image (Kirillov et al., 2023). Lately, several 
studies have delved into evaluating SAM's efficacy in different applications 
for object recognition and segmentation. 

SAM shows high potential in remote sensing domains yet is also challeng-
ing due to high variability in shape and size of objects (Ren et al., 2023). It 
is found that SAM does not outperform task-specific models on building 
extraction compared to trees or clouds. Hence, it's essential to augment the 
model's effectiveness by incorporating additional fine-tuning methods spe-
cifically for building extraction. 

Currently, three primary adaptation methods are derived from recent stud-
ies (Zhang et al., 2023). They are 1) fine-tuning, 2) applying adapters, and 
3) decoupling the mask decoder into two modules. Incorporating domain-
specific adapters is a viable method to tailor SAM's architecture. These
adapters aim to capture task-specific knowledge.

This research assesses the efficacy of SAM-Adapter (Chen et al., 2023) in 
extracting dwellings across three refugee camps, using two different train-
ing data sizes. The results prove that SAM-Adapter marginally outperforms 
other semantic segmentation models when sample data is limited. This 
study is currently ongoing. Associated codes can be accessible at 
https://github.com/YunyaGaoTree/SAM-Adapter-For-Refugee-Dwelling-
Extraction. 

2. Methodology

2.1. SAM-Adapter 

SAM-Adapter integrates domain-specific data or visual prompts into the 
segmentation network through the use of efficient adapters. By melding 
task-specific insights with the broad knowledge acquired by the extensive 
model, SAM-Adapter notably boosts SAM's efficacy in intricate tasks like 
detecting camouflaged objects and identifying shadows (Chen et al., 2023). 
The codes for SAM-Adapter source from this GitHub. The pretrained model 
“sam_vit_h_4b8939.pth” are chosen as a foundation model in this study. 
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2.2. Models for ablation studies 

We choose six advanced semantic segmentation models as for comparison 
against SAM-Adapter. These models include the Feature Pyramid Network 
(FPN) with 1) Mix Vision Transformer (MiT), 2) MobileNet-v2, 3) ResNet34 
as their backbones, and Unet with 4) ResNet101, 5) ResNet34, and 6) Mo-
bileNet-v2. The codes for these models source from this GitHub. 

2.3. Data processing 

Three datasets are chosen for this study. They are from Kutupalong refugee 
camp in Kenya, Dagahley refugee camp in Tanzania and Minawao refugee 
camp in Cameroon. The dataset details about sensor, spatial resolution, 
retrieved date, spatial extent for training/validation/testing purposes, and 
number of patches in shape of 1024 by 1024 pixels are provided in Table 1.  

It's crucial to acknowledge that there are multiple methods for sampling 
image data. For instance, instead of maintaining a similar spatial extent for 
each study site, it may be worthwhile to keep the number of generated 
patches consistent. It may be valuable to explore different sampling strate-
gies such as different proportions of data. However, in this initial research, 
we choose this straightforward data collection approach. 

Table 1. Dataset details utilized in this study. 

2.4. Implementation details 

We evaluate the performance of the proposed approach with Precision, Re-
call, F1-score and Intersection over Union (IoU) of refugee dwellings. All 
tests were conducted on a machine equipped with an RTX3090 GPU, utiliz-
ing the PyTorch 2.0 environment. Data augmentation by random rotation 
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and flip are applied for model training. Additional details will be disclosed 
in an upcoming manuscript currently in the works. 

3. Results and Discussion

The accuracy assessment results for the three refugee camps are shown in 
Table 2 and Table 3. Figure 1 provides one example of predicted results for 
each refugee camp from FPN-MiT and SAM-Adapter trained on “small” 
dataset, and from SAM without any adjustments. 

From these results, it's evident that SAM, without any modifications, falls 
short of yielding promising outcomes. The IoU values for the three datasets 
are considerably lower compared to SAM-Adapter and the other six seg-
mentation models. Nonetheless, it's also discernible that as image resolu-
tion increases, the accuracy of the predicted results improves. This discov-
ery aligns with the observation in (Osco et al., 2023), which recommends inte-
grating SAM with the SR (super-resolution) model to enhance its effective-
ness for low-resolution images. 

In summary, SAM-Adapter significantly excels over other segmentation 
models, notably with small datasets. For instance, while the highest IoU 
value among the six segmentation models for the Minawao dataset stands 
at 0.195, it leaps to 0.571 with SAM-Adapter. Moreover, SAM-Adapter con-
sistently produces comparable accuracy across both dataset sizes for all 
three refugee camps.  

          Table 2. Accuracy assessment results for Kutupalong and Dadahaley refugee camp. 
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Table 3. Accuracy assessment results for Minawa refugee camp. 

Figure 1. Predicted results from FPN-TransMix and SAM-Adapter trained on “small” da-
taset, and from SAM without any adjustments. From top to bottom, the images represent: (1) 
Kutupalong refugee camp; (2) Dagahaley refugee camp; (3) Minawao refugee camp.  
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4. Potential future improvements

As a pioneering study on SAM for refugee dwelling extraction tasks, there's 
significant room for enhancement. Firstly, enhancing the fine-tuning speed 
of SAM is essential. Secondly, while the SAM-Adapter's architecture is un-
complicated and easy to implement, there's some room for modifications. 
Thirdly, there's a potential in devising more efficient sampling strategies. 
Last but not least, creating SR models tailored for satellite imagery that can 
surpass a spatial resolution of 0.1 m could be significant for building extrac-
tion tasks.  
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